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Abstract. As information access systems have profound impact through their 

mediation of users’ experiences of information spaces, it is vital to ensure that 

their benefits, costs, and other impacts are fair: that people have equitable access 

to information, relevant information results, and opportunities, and are not sys-

tematically excluded, underserved, or harmed. Fairness is further a broad and 

complex topic with many divergent and sometimes competing definitions. This 

tutorial will provide an introduction to fairness in machine learning and infor-

mation access, a broad survey of the landscape of fairness and fairness-related 

harms, and a review of key results and both established and emerging techniques 

for measuring and improving the fairness of information retrieval technologies. 

Keywords: fairness, bias, evaluation. 

1 Introduction 

Information retrieval (IR) researchers have long been concerned with a range of differ-

ent effects and views on system effectiveness and behavior, going beyond simple utility 

and aggregates thereof to consider topics such as novelty and diversity [1], political 

consequences and implications [2, 3], democratic principles [4], stereotypes [5, 6], and 

more. Common to several of these considerations is the need to understand how a search 

engine, recommender system, or other information access system interacts with, cata-

lyzes, and responds to various social factors, such as bias, discrimination, and political 

processes; and to ensure that the system is aligned with the values and needs of humans, 

both individually and collectively [7]. 

Fairness is one family of these considerations, examining whether an information 

access system provides its benefits and opportunities in a manner that aligns with social 

ideas of what it means to be “fair”, such as distributing opportunity for user attention 

equitably among resources with comparable relevance to the user’s information need, 

or ensuring that no one group of people is systematically harmed or disadvantaged by 

the system’s operation or effects [8, 9]. 

In this tutorial, I present a roadmap of the broad space of fairness in information 

retrieval and related disciplines to help orient researchers new to fairness research, or 

new to IR research in general, to the various frameworks, research questions, and meth-

ods studied under the label of fairness in information access, and provide a review of 
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both established and newly-emerging techniques and methods for analyzing existing 

systems and developing new fair information access systems. 

2 Intended Audience and Learning Outcomes 

This tutorial is intended for researchers at all levels, with a particular attention to the 

needs of junior researchers (e.g. Ph.D. students), who would like a better understanding 

of the core principles, breadth of problems, and interesting new directions in fair infor-

mation access. By the end of the tutorial, I hope that attendees are able to: 

• Locate a fairness concern for information access in the broad landscape of fairness 

problems and questions, and describe its relationship to other problems. 

• Identify data sets and experimental methods appropriate to study the concern. 

• Reason about the different potential fairness problems that may emerge in a partic-

ular information retrieval application. 

• Examine possible sources of unfairness in an application. 

3 Outline 

This tutorial is divided into two parts, based on the half-day tutorial format. The outline 

is based the monograph [8] and previous tutorials [10] co-developed with my collabo-

rators, with the content significantly revised and updated based on newer directions and 

findings in the field. 

3.1 Part 1: Definitions and Maps 

The first part of the tutorial focuses on defining fairness and fairness-related problems, 

and mapping out the problem and solution spaces of fair information access. 

1. Introduction — what is fairness? 

a. Key terms, definitions, and relationships (fairness, bias, discrimination, etc.) 

b. Social objectives and contestation [11] 

c. Concreteness, abstractness, and “fairness-related harms” 

2. Fairness in ML and AI 

a. Key definitions, principles, and tradeoffs [12] 

b. Sources of unfairness [13, 14] 

c. Relationships between different fairness concepts 

3. Mapping the Landscape of Fair Information Access [8] 

a. Why information access is different from classification 

b. Dimensions of fairness-related harms 

c. Key considerations in defining a problem 

4. Solution Spaces [9] 

a. Data processing solutions 

b. Algorithmic solutions 
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c. Evaluation solutions 

d. Process and engineering solutions 

3.2 Part 2: Topics and Findings 

The second half of the tutorial surveys the literature on various aspects of fairness, de-

scribing key findings and methods in the context of the landscape of Part 1. 

5. Consumer-side Fairness [9, 15] 

a. Definitions and core problems 

b. Subtractibility and zero- vs. positive-sum metrics 

c. Consequences of consumer-unfair systems 

d. Stereotypes and representational harms [e.g., 6] 

6. Provider-Side Fairness 

a. Definitions and metrics 

b. Methods for improving provider-side fairness 

c. Feedback loops and ecosystem effects 

7. Other Stakeholders and Considerations 

a. Subject-side fairness 

b. Multi-stakeholder fairness 

8. Resources for Research and Practice 

9. Conclusion 

4 Post-Tutorial Resources 

Tutorial slides and a complete bibliography, along with a recording if one is provided 

by the conference, will be available during and after the tutorial from my web site.1 
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