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#1TweetResearch

How can we make the real world
of intelligent information systems
good for its inhabitants?



The Real World of Technology

Ur sul a Frankli néds 1989 Mas

Technology is not just artifacts. Rather:

Alt is process

Alt affects people

Alt is a product of volition, was designed, could be
designed other ways

Must understand people and social structures
surrounding our technology.
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Recommender Architecture

machine learning @

data mining 3 ~}—
1 information retrieval =3 UX
artificial intelligence €
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Common Approaches

ANon-personalized
AContent-based [B a | a b a 08997 atHers]

ACollaborative filtering
AUser-based [Resnick et al., 1994]
Altem-based [Sarwar et al., 2001]

AMatrix factorization [Sarwar et al., 2000; Funk,
20006]

AHybrid approaches [Burke, 2002]
ALearning to Rank



Evaluating Recommenders

Many measurements:

AML/IR-style experiments with data sets

AMeasure error of predicting user ratings (RMSE,
MAE)

AMeasure accuracy of retrie
rated/liked/purchased items (P/R, MAP, MRR,
NDCG)

AUser studies and surveys

AA/B testing in the field
AEngagement metrics
ABusiness metrics



Research Goals

Premise: Algorithms perform differently
No reason to think one size fits all'! [McNee et al., 2006]

Questions:How do they differée

€ I n objectively measurable o
€ in subjective perception of
€ I n user preference (observe
€ Iin I mpact on users and comn

Objective: So we can build a better world of
technology



Background

Tools and Instrumentation



enskit

An open-source toolkit for building, researching, and
learning about recommender systems.



LensKit

Ekstrand et al., 2011

build
prototype and study recommender applications
deploy research results in live systems
research
reproduce and validate results
new experiments with old algorithms
research algorithms with users
make research easier
provide good baselines
learn
open-source code
study production-grade implementations



LensKiin Use

AEngine behind user-facing recommenders
AMovieLens, ~3K users/month

ABookLens, built into Twin Cities public libraries
A Confer system for CHI/CSCW

ASupports education
ACoursera MOOC (~1000 students)
ARecommender classes @ UMN, TX State

AUsed in research (> 20 papers)



Algorithm Architecture

Principle

Build algorithms from reusable, reconfigurable
components.

Benefits
A Reproduce many configurations
A Try new ideas by replacing one piece
A Reuse pieces in new algorithms

Enabled by Grapht, our Java dependency injector.



Evaluator

ACross-validate rating data sets
ATrain and measure recommenders

AMany metrics
APredict: RMSE, MAE, nDCG (rank-accuracy)
ATop-N: nDCG, P/R@N, MRR
AEasy to write new metrics

AOptimized: reuses common algorithm
components



Research Outcomes

APublic, open-source software, v. 3.0 coming
soon

ADirect publications

A Software presented in RecSys 2011 paper and
demo

APaper on Grapht under review for J. Object
Technology

ASupported additional research on
recommender interfaces (Kluver et al., 2012;
Nguyen et al., 2013)

AUsed by various systems and researchers



Ongoing Work

AFinishing LensKit 3.0 with simplified tooling,
better integration

ARe-launching programming portion of MOOC
Almproving efficiency of algorithms, evaluator

ASeveral student projects
A Efficient strategies for tuning hyperparameters
AUnderstanding and improving performance over
time
ADocumenting current best practices and making
them accessible defaults
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When RecommendeFsall
Kstrand andRied| RecSy2012

When do algorithms make mistakes?

Do different algorithms make different
mistakes?

Do different algorithms perform better
for different users?



Data and Setting

AMovieLens (http://movielens.orq)
AMovie recommendation service & community
A2500-3000 unique users/month
A Extensive tagging features

ASnapshots of rating database publicly available

AML-10M: 10M 5-star ratings of 10K movies by 70K
users

AAlso: ML-100K, ML-1M, ML-20M



http://movielens.org/

Algorithms Considered

AUser-based collaborative filtering (User-User)
Altem-based collaborative filtering (Item-Item)
AMatrix factorization (FunkSVD)

ATag-based recommendations (Lucene)
APersonalized user-item mean baseline (Mean)



Outcomes

Counting mispredictions ([ 1| T1@®) gives

different picture than prediction error.

Consider per-user fraction correct and RMSE:
ACorrelation is 0.41

AAgreement on best algorithm: 32.1%
ARank-consistent for overall performance



Marginal Correct Predictions

Q1: Which algorithm has the most successes
( ™)?

Qn+1: Which has the most successes where

len fail ed?

Algorithm # Good %Good Cum. % Good
ltemltem 859,600 53.0 53.0
UserUser 131,356 8.1 61.1
Lucene 69,375 4.3 65.4
FunkSVD 44,960 2.8 68.2
Mean 16,470 1.0 69.2

Unexplained 498,850 30.8 100.0




| essons Learned

AAlgorithms make different mistakes

ALooking at o6éwas wrong??¥o
Insight then aggregating error

ADifferent users have different best algorithms
ARoom to pick up additional signal
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movielens

List A (10 movies) List B (10 movies)

Fear City: A Family-Sty

Pépé le Moko

Drama, History |

Children of Paradise
"\ 1945 190 min
Drama, Romance

What Time Is It There?
hara 2000 116 min
: Drama, Romance

HEIMAT
W 1984 925 min

scroll down for more

1937 94 min 1994 93 min
Action, Crime
The Mummy's Curse Connections (1978)
&Y 1944 62 min 1977
S8 Horror
Land and Freedom . ! Ween: Live in Chicago
1994 109 min %) % 2004 120 min

Hellhounds on My Trail

Heimat: A Chronicle of

Survey (25 questions)

Lists A and B contain the top movie recommendations for
you from different "recommenders”. Please answer the
following questions to help us understand your
preferences about these recommenders.

1. Based on your first impression, which list do you prefer?

Much more About the same Much more
Athan B B than A
O O O O O

2. Which list has more movies that you find appealing?

Much more About the same Much more
Athan B B than A
O O O O O

3. Which list has more movies that might be among the
best movies you see in the next year?

Much more About the same Much more
Athan B B than A
O O O O O

4. Which list has more obviously bad movie
recommendations for you?

Much more About the same Much more
Athan B B than A
O O O O O

scroll down for more (why so many questions?)



Research Questions
Ekstrand et alRecSy2014

RQ1
How do subjective properties affect choice of
recommendations?

RQ2
What differences do users perceive between lists of
recommendations produced by different algorithms?

RQ3
How do objective metrics relate to subjective
perceptions?

With GroupLens, Martijn Willemsen



Experiment Design

AEach user was assigned 2 algorithms

AUser-User
Altem-ltem
AFunkSVD
AUsers answered comparative survey
Alnital6 whi ch do you | ike bett

A22 questions
A &Which list has more movies that you find appealing? 6
Abmumbre A than BO6 to 6much mo

AForced choice selection for future use
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Experiment Features

Joint evaluation: users compare 2 lists

enables more subtle distinctions than separate eval
harder to interpret

Factor analysis: 22 questions measure 5
factors

more robust than single questions

structural equation model tests relationships

New problem: SEM on joint evaluation



Hypothesized Model
































































































